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Introduction

• An entity synonym set is a set of terms (i.e., words or phrases) referring to the same entity:

- Singular/Plural Derivation

- Acronym/Abbreviation

- Slogan/Slang

- …...

• Mining entity synonym sets can benefit lots of entity-leveraging applications:

- Query Understanding &Web Search

- Question Answering & Dialog System

- Taxonomy Construction & Enrichment

- ……
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Related Work

• Approach 1: Ranking + Pruning

- Given a query term, first rank all candidate terms, then prune the rank list into an output set

- For example, “United States” -> [“U.S.”, “U.S.A”, “UAE”, …, ] -> {“U.S.”, “U.S.A”}

- Pros: 1) leverage heterogeneous training signals; 2) suitable for online query-dependent applications

- Cons: 1) ignore the relation between candidate terms; 2) non-trivial to convert rank list to set output

• Approach 2: Synonymy Detection + Organization

- Given a vocabulary, first find all synonym pairs, then aggregation these pairs into synonym sets

- For example, [“U.S.”, “U.S.A”, “UAE”, “the US”, “the Emirates”, …] -> [(“U.S.”, “U.S.A”), (“U.S.”, “the
US”), (“UAE”, “the Emirates”)] -> {{“U.S.”, “U.S.A”, “the US”}, {“UAE”, “the Emirates”}}

- Pros: 1) model the candidate term relations; 2) return all synonym sets in vocabulary

- Cons: 1) cannot leverage signals for synonym organization; 2) error propagation between two phases
4



Our Problem Formulation

• Input: (1) a text corpus D, (2) a vocabulary V (i.e., a list of terms) derived from D, and (3) a
knowledge base K (consists of known entity synonym sets)

• Output: All entity synonym sets consisting of terms in V
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Our Proposed Framework: SynSetMine

• SynSetMine framework consists of three major steps:

- Step 1: Acquire Distant Supervision by entity linking

- Step 2: Learn Set-Instance Classifier using distant supervision

- Step 3: Apply Set Generation Algorithm based on learned classifier
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Step 1: Distant Supervision Acquisition

• Use entity linkers to map in-corpus text (i.e., entity mentions) to entities in knowledge base

• Group all entity mentions that linked to the same entity as a training entity synonym set
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Step 2: Set-Instance Classifier Architecture

• A set-instance classifier f(S, t) returns the probability that an instance t (i.e., a term) belongs to
an entity synonym set S

- Need to be invariant to the ordering of elements in set S

- For example, if f({“USA”, “the U.S.”}, “U.S.”) is 0.9, then f({“the U.S.”, “USA”}, “U.S.”) should also be 0.9

• An intuitive way to achieve this goal is aggregate pair prediction results:

- However, this approach fails to model the holistic set semantics
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Step 2: Set-Instance Classifier Architecture (Cont’d)

• Our approach in SynSetMine:

- Use set representation learning to construct a set scorer which outputs the quality score of a set

- Construct the set-instance classifier using the set scorer
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Step 2: Learning Set-Instance Classifier

• To learn the set-instance classifier, we need to convert the distant supervision (in the form of
entity sets) to a collection of set-instance pairs, using different negative sampling strategies:

- Completely random: ({“Emirates Air”, “Emirates Airline”}, “the US”, 0)

- Share token: ({“United Arab Emirates”, “UAE”}, “Emirates Air”, 0)

- Mixture of above two strategies
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Step 3: Apply Set Generation Algorithm

• Apply learned set-instance classifier to extract new synonym sets in the vocabulary

- Enumerate the vocabulary once and output all synonym sets in the vocabulary

- Determine for each term whether it can be put into an existing cluster or create a new singleton cluster
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Step 3: Apply Set Generation Algorithm (Cont’d)

• Apply learned set-instance classifier to extract new synonym sets in the vocabulary
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Experimental Setups

• Datasets:

- For Wiki/NYT datasets, using DBpedia Spotlight as entity Linker

- For PubMed dataset, using PubTator as entity Linker

- Available for download: http://bit.ly/SynSetMine-dataset

• Evaluation metrics:

- Adjusted Rand Index (ARI)

- Fowlkes-Mallows Index (FMI)

- Normalized Mutual Information (NMI)
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Experimental Setups (Cont’d)

• Comparedmethods:

- Kmeans: an unsupervised feature-based clustering algorithm

- Louvain: an unsupervised community detection algorithm

- SetExpan+Louvain: use SetExpan (a set expansion algorithm) to construct graph, then apply Louvain

- COP-Kmeans: a semi-supervised clustering algorithm

- SVM+Louvain: supervised pair prediction for graph construction and then apply Louvain

- L2C: supervised learning to cluster algorithm

- SynSetMine: Our proposed approach

• Our model Implementation: https://github.com/mickeystroller/SynSetMine-pytorch
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Experimental Results – Clustering Performance

• Overall clustering performance:

- SetExpan+Louvain > Louvain: use SetExpan for graph construction is useful

- COP-Kmeans > Kmeans: additional supervision signals is useful

- SVM+Louvain & L2C’s bad performance: effectively use supervision signals is challenging

- SynSetMine > all: the effectiveness of our proposed approach
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Experimental Results – Set-Instance Pair Prediction

• Effectiveness of using set representation learning for set-instance classifier:

- Tested on 3486 set-instance pairs, half of them are positive pairs

- Use F1 score and Accuracy for evaluation
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Experimental Results – Efficiency Analysis

• Efficiency of set generation algorithm

- SynSetMine is faster to train compared with the other neural network based method L2C

- SynSetMine is the fastest during prediction stage (which returns all synonym sets in vocabulary)
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Experimental Results – Model Architecture Analysis

• Importance of different model components:

- Embedding Layer: Pre-trained 50-d word embedding

- Embedding Transformer (ET): A two-layer NN of sizes {50, X}

- Post Transformer (PT): A three-layer NN of sizes {X, Y, X}
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Experimental Results – Negative Sampling Analysis

• Effect of negative set-instance pair sampling methods:

- Complete-random works surprisingly well

- Mixture of shared-token and complete-random schemes are the best

- The “diversity” of negative examples is important
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Experimental Results – Case Studies

• Example outputs on three datasets:

• Comparison of set-instance classifier with the approach that aggregates instance-instance pair
prediction results:
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Summary

• Synonym Set Discovery Task:

- Given a corpus D, a knowledge base K, and a vocabulary V, output all entity synonym sets in V

• SynSetMine Framework:

- Leverage Knowledge Base to obtain distant supervision

- Learn an accurate set-instance classifier

- Integrate the set-instance classifier into an efficient set generation algorithm

• Conclusions:

- Modeling a set holistically is important

- Generating “diverse” set-instance pairs for training set-instance classifier is important
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Future Work

• Extend SynSetMine to weakly-supervised setting:

- Users provide a small set of “seed” synonym sets for model learning

• Extend SynSetMine’s philosophy to other set prediction and clustering tasks:

- Supervised Clustering

- Metric Learning

• Further integrate set-instance classifier into the set generation algorithm and learn both of
them in an end-to-end fashion
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Thanks

23

Questions?


